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Abstract
Previous empirical studies for comparing parallel coordinates plots and scatter plots showed some uncertainty
about their relative merits. Some of these studies focused on the task of value retrieval, where visualization usually
has a limited advantage over reading data directly. In this paper, we report an empirical study that compares user
performance, in terms of accuracy and response time, in the context of four different visualization tasks, namely
value retrieval, clustering, outlier detection, and change detection. In order to evaluate the relative merits of the
two types of plots with a common base line (i.e., reading data directly), we included three forms of stimuli, data
tables, scatter plots, and parallel coordinate plots. Our results show that data tables are better suited for the
value retrieval task, while parallel coordinates plots generally outperform the two other visual representations
in three other tasks. Subjective feedbacks from the users are also consistent with the quantitative analyses. As
visualization is commonly used for aiding multiple observational and analytical tasks, our results provided new
evidence to support the prevailing enthusiasm for parallel coordinates plots in the field of visualization.

1. Introduction

Parallel coordinates plot (PCP) [Ins85] has been a favorable
visualization technique among many, if not most, visualiza-
tion researchers (e.g., [Weg90,tMR07,AR11,HW13]). How-
ever, there has also been some doubts about its effectiveness
[HHB07, LMv08, HvW10], and it is often perceived to be
difficult to learn and understand [SLHR09]. Recently, Kuang
et al. reported an empirical study comparing PCP and scat-
ter plot (SP) [KZZM12]. Their results indicated that PCPs
were advantageous with datasets of low dimensionality and
low density, whereas SPs performed better in handling the
datasets with higher dimensionality and density. This study
cast further doubts about the effectiveness of PCPs.

We noticed that the study by Kuang et al. [KZZM12] fo-
cused on a particular visualization task, that is, retrieving
values of data from visual representations. Such a task has
been considered less critical in data analysis (e.g., [Pla04]).
We wondered whether the accuracy of performing value re-
trieval tasks using either SPs or PCPs will likely be poorer
than reading data from a data table directly. If this is true,
value retrieval tasks may not be the most representative tasks
for comparing SP and PCP.

This supposition motivated us to conduct an empirical

study to compare SP and PCP based on several tasks. We
controlled our stimuli with three main variables:

Four tasks: value retrieval, clustering, outlier detection,
and change detection;

Three representations: data table (DT), scatter plot (SP),
and parallel coordinates plot (PCP);

Three levels of task difficulties: relatively easy, medium,
and relatively hard.

As an individual study has a limited capacity for exploring
multiple variables, we fixed other variables (e.g., the num-
ber of multivariate data points and the number of data di-
mensions) to minimize potential confounding effects. Prior
to our study, we have the following hypotheses:

H1: For value retrieval, DT � PCP � SP.
H2: For clustering, PCP � SP � DT.
H3: For outlier detection, PCP � SP � DT.
H4: For change detection, PCP � SP � DT.

where � denotes that the data representation on the left
would result better performance than that on the right. If our
study could not support above hypotheses, it would cast fur-
ther doubts about the effectiveness of PCP. Considering that
PCP is less intuitive than SP, while learning to use is more
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difficult, it would suggest that the enthusiasm about PCP in
the community might not be justifiable.

The results of our study have showed conclusively that
hypotheses H2, H3, and H4 are correct. The results have
offered partial support to H1, but not a conclusive confirma-
tion. The study has confirmed that PCP is advantageous over
SP in performing several types of visualization tasks.

2. Related Work

The history of scatter plot (SP), or scatter diagram as it was
called previously, can be traced back to the 18th century, and
since then it has made remarkable contributions to the ad-
vancement of science [FD05]. It has been widely used as a
form of statistics graphics, from which many variations (in-
cluding its matrix form) have been derived [CM84, Cle85].
The uses of SP and its variations are ubiquitous across al-
most all disciplines (e.g., [TGS04, KD09]).

The history of parallel coordinates plot (PCP) can be
traced back to the 19th century [GH83]. It became more
widely used in the 1970s following the significant contribu-
tion of Inselberg [Ins85, Ins09]. A recent survey by Hein-
rich and Weiskopf [HW13] shows that over the past two
decades the visualization community has displayed a high
level of interest and enthusiasm in PCP and has invested a
huge amount of effort in developing this technique.

PCP and the matrix form of SP are commonly used to
depict multivariate data [Cle85, WB97, HG01, HW13]. Both
techniques can support several visualization tasks such as
observing clusters, outliers, and correlations. They can as-
sist in analytical tasks such as classification, regression, and
summarization. They can also be used to depict temporal
data, aiding visualization tasks such as change detection, de-
pendency reasoning, and identify temporal trends. There is a
huge volume of works on both visualization techniques, and
here it is only feasible for us to highlight a few examples
focusing on works featuring both representations.

Wegman juxtaposed the patterns in PCPs with those of
SPs [Weg90]. Yuan et al. proposed an integrated visual rep-
resentation featuring SP and PCP [YGX∗09]. Viau et al. de-
signed another hybrid representation called “parallel scat-
terplot matrix” for aiding network visualization [VMCJ10].
Heinrich et al. used progressive splatting for rendering the
continuous form of SP and PCP [JSD11]. Tam et al. added a
1D SP to each axis of a PCP, and used this integrated visual-
ization to discover a decision tree as a classifier [TFA∗11].

Previous works have evaluated PCP in various applica-
tions in terms of its usability [tMR07, JFLC08, AR11], and
learnability [SR06, SLHR09] positively. However, compar-
isons between SP and PCP by several studies have been
largely in favor of SP. Henley et al. compared the two tech-
niques in the context of genome comparison, and they found
that SPs were preferred in overall performance [HHB07]. Li
et al. examined the two techniques for supporting correlation

analysis of bivariate data, and concluded that SPs were more
effective than PCPs [LMv08]. Holten and van Wijk com-
pared variants of PCPs in cluster identification performance,
and found that the variation with embedded SPs noticeably
outperformed other variants [HvW10]. Note that this is not
a direct comparison between SPs and PCPs.

Kuang et al. conducted a comparative study on multi-
variate data visualization using SP and PCP [KZZM12].
They examined user performance in value retrieval tasks be-
tween PCPs and three variants of SPs. The results showed
that PCPs performed better under conditions where datasets
were of lower attribute dimensions and data points were less
dense. On the other hand, SPs performed better with datasets
exhibiting higher dimensionality and dense data points.

As PCP is designed for supporting several different vi-
sualization tasks in multivariate data analysis, there are large
gaps not covered by these studies. Our study was intended to
fill in some of the gaps, in particular, to compare PCPs and
SPs for supporting clustering, outlier detection, and change
detection in multivariate data analysis.

3. Experiment Overview

This empirical study was conducted in a laboratory environ-
ment. The main objective was to evaluate the four hypothe-
ses listed in Section 1. The principal design criteria for the
experiment were (i) featuring a reasonable number of visual-
ization tasks in addition to the value retrieval task, (ii) featur-
ing a reasonable number of data dimensions (> 2D), and (iii)
using data table (DT) as a common reference representation
for scatter plot (SP) and parallel coordinates plot (PCP).

There are many variables that may potentially affect the
performance of participants. Similar to most lab-based stud-
ies in visualization and cognitive sciences, we focus this
study on a small number of variables while restricting others
in order to minimize potential confounding effects.

Our study has three independent variables namely: data
representations, visualization tasks, and levels of task diffi-
culty. In the following subsections, we describe these three
independent variables in detail.

The study focused on two dependent variables, namely
accuracy and response time, which are classical measure-
ments for user performance. We used a combination of mul-
tiple choice questions and answers to obtain measurements
for these two variables. Accuracy was measured as a ternary
variable of correct answer, incorrect answer, and no answer.
We anticipate that it may be very difficult to perform certain
visualization tasks with a DT. We thus set a time limit for
each task, and used a progress bar as a countdown timer.
Any non-completion of a task is defined as a no answer. Re-
sponse time was measured, in milliseconds, from the point
when a given data representation was shown on the screen,
to the time when the participant selected an answer. To avoid
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(a) Data table (DT)

(b) Scatter plot (SP)

(c) Parallel coordinates plot (PCP)

Figure 1: Screenshots of three example stimuli for a value retrieval task at the easy level in terms of task difficulty.
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interference from the time spent on reading a question and
optional answers, we excluded such reading time by provid-
ing the textual information before showing the data repre-
sentation part of the stimulus.

We controlled a number of variables to minimize the po-
tential confounding effects. These include:

• Number of data dimensions — We set this number to 4
(excluding the ID of each data point) throughout the study.
This dimensionality is more challenging than the bivariate
data featured in some previous studies (e.g., [LMv08]),
while it is still feasible for participants to derive an answer
in most cases.

• Number of data points — We set this number to 8 for all
stimuli throughout the study. Our pilot study suggested
that this number offers a balanced search time for the 4
tasks and 3 levels of task difficulty featured in the study.

• Data consistency — User performance may likely vary
with different datasets. In order to compare DT, SP, and
PCP fairly, we designed stimuli in a trio consisting of
three different data representations (i.e., DT, SP, and
PCP). Within each trio, all three representations adopted
the same baseline dataset (with 4 variables and 8 data
points), but each data value is slightly altered to prevent
learning effects. Further minor variations were also intro-
duced to inhibit learning effects.

• Positions of optional answers — The positions of the cor-
rect answer and its distractors may lead to biases in choos-
ing options. In order to remove the confounding effects
due to such biases, all stimuli in the same trio had the
same positional order of the four optional answers.

• Levels of distractor difficulty — It is unavoidable to
have different distractors. Such variations present poten-
tial confounding effects. We alleviated this by design-
ing each set of four optional answers with a consistent
scheme, i.e., each containing 1 correct answer and 3 dis-
tractors (1 easy, 1 medium, and 1 hard). For example, for
the value retrieval task, the three levels reflect the value-
distance between each distractor and the correct answer
(i.e., easy: [40,80], medium: [15,35], hard: [5,10]).

3.1. Data Representations

Figure 1 shows three representations of an example trio.
In (a), the data table shows a set of 8 multivariate data
points pi(i = 1..8), each with 4 attribute values, pi =
(vi,1,vi,2,vi,3,vi,4). The data is accompanied by a heading
row for attribute labels and an extra column for the IDs of
data points. The rows of data points are colored differently
to ease visual search. We adapted a qualitative set of colors
suggested by ColorBrewer [Bre].

In (b), three SPs are used to depict a similar dataset as (a).
Similar to a type of stimuli used in [KZZM12], one attribute
variable (y-axis) is used to connect other three attributes. As
mentioned earlier, we applied randomized minor variation

to each value vi, j in the baseline dataset when constructing
a stimulus for DT, SP, or PCP. The standard range of varia-
tion is {+0,+1,−1}. As values ending with 0 and 5 are eas-
ier to recognize and should ideally be avoided, all baseline
datasets thus contained only values ending with 2, 3, 7, and
8. For each attribute in a dataset, all data values are unique.

To add further minor variations for preventing learning
effects, we used different letter sets for attribute labeling in
different stimuli within the same trio, and mapped each data
point to one of the eight colors randomly. As the three stim-
uli in the same trio were placed at least 5 trials apart, it was
reasonably certain that participants could not transfer the an-
swers between stimuli in the same trio.

In (c), a PCP is used to depict a similar dataset as (a) and
(b). Similarly, minor variations were applied to data values,
attribute labeling, and color mapping.

3.2. Visualization Tasks

We considered a variety of visualization tasks that may be
performed with SPs and PCPs, and decided to choose four
tasks that are detailed below. We restricted the number to
four to avoid a lengthy experiment or any compromise of
the minimal number of trials per task. We did not include the
correlation task as it has been studied in detail in [LMv08],
nor the classification task due to its similarity to clustering.

Value Retrieval: This task was the focus of [KZZM12],
which involved only SP and PCP. We decided to reassess
this task by comparing the performance of DT, SP, and PCP.
This allowed us to correlate the results of our study with
those of [KZZM12], with an additional comparison of SP
and PCP with a non-visualization benchmark, i.e., DT.

For this task, as illustrated in Figure 1, participants are
shown a set of 8 data points. Given one data value vi, j in
a data point under a specific attribute j, participants were
asked to find the corresponding data value vi,k for attribute k
where j 6= k. For a DT, this involves a visual search for vi, j
vertically along the column defined as attribute j, and then
another visual search horizontally along row i to locate the
cell i,k. For a row of SPs, this involves visual searches of the
SPs featuring attributes j and k. If neither is mapped to the
y-axis, a third attribute has to be used to aid the search. For
a PCP, the search approach is expected to be similar to that
with a DT, except that one has to trace a line from attribute j
to attribute k rather than moving along a row of data values.

Clustering: Although [HvW10] studied clustering, they did
not compare SP and PCP directly. Hence this was an impor-
tant gap to be filled. For this task, participants were asked to
choose an appropriate subset of data points to form a cluster.
The participants were informed that the criterion of cluster-
ing was the similarity of data values. All participants had
prior knowledge about observing clusters in a bivariate SP,
so this criterion was easily understood. Nevertheless, apply-
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(a) DT: Clustering (d) DT: Outlier detection (g) DT: Change detection

(b) SP: Clustering (e) SP: Outlier detection (h) SP: Change detection

(c) PCP: Clustering (f) PCP: Outlier detection (i) PCP: Change detection

Figure 2: Example stimuli for three different visualization tasks: clustering (left), outlier detection (middle), and change detec-
tion (right). All stimuli are at the easy level in terms of task difficulty.

ing this criterion to a multivariate dataset is more complex
than observing a bivariate SP.

Three example stimuli for the clustering task are shown in
Figure 2(a-c). Performing such a task with a DT is expected
to be challenging. Performing the task with a row of three
SPs involves a balanced judgment of different cluster pat-
terns across three SPs. Meanwhile, with a PCP, the proximity
of two polylines can be used to assess the likelihood whether
the two corresponding data points belong to the same cluster.
In addition, for this task, the optional answers showing both
the IDs of the suggested data points and their corresponding
visual objects, i.e., background row colors in a DT, colored
shapes in a row of SPs, and colored lines in a PCP. The full
screenshots of all stimuli can be found in [Kan14].

Outlier Detection: For this task, participants were asked to
choose 1 or 2 data points as the outlier(s). Three example
stimuli for the outlier detection task are shown in Figure 2(d-
f). The strategy for performing this task is likely to be similar
to that of clustering. As shown in Figure 2(e,f), an outlier can
be considered as a data point that is numerically distant from
other data points, or as a data point that does not correlate
well with others. In some cases, as in the datasets in Figure
2(d-f), both factors co-existed, whereas in other cases, only
one factor is apparent. Stimuli that feature different factors
can be found in [Kan14].

Change Detection: This task is commonly performed when
different attributes variables exhibiting a temporal ordering.
As shown in Figure 2(g-i), we explicitly labeled attributes
using ordered labels, e.g., Q1, Q2, Q3, Q4. For this task, par-
ticipants were asked to choose 1 or 2 data points that have
the most changes. Note that an outlier is not necessarily a
data point with the most changes. For example, one can ob-

serve that the top line in Figure 2(i) is an outlier, but does
feature much variation from O1 to O4. Performing this task
with a row of SPs may involve examining each data point
across three SPs using its visual objects as the common iden-
tifiers. Performing this task with a PCP may involve exam-
ining each line to see how much changes occurred over the
four axes.

3.3. Levels of Task Difficulty

All four visualization tasks feature three levels of task diffi-
culty. It is not easy to control the levels of task difficulty in
a precise manner. However, imposing some controls is nec-
essary to reduce the confounding effects when the results of
similar trials are grouped together in analysis. We thus de-
fined three levels of difficulty for each task, denoting them
as easy, medium, and hard.

For the value retrieval task, the three levels are defined by
varying the selection of attribute variables and the numerical
proximity of the distractors:

• VR-easy — The given attribute j is always assigned to the
first column in a DT, the y-axis in a row of SPs, and the
first axis in a PCP. Hence visual search is always from left
to right in DT and PCP, and from y-axis to x-axis in SP.

• VR-medium — The target attribute k is always assigned to
the first column in a DT, the y-axis in a row of SPs, and
the first axis in a PCP. This requires backward searching
from left to right in a DT or a PCP, and from one of the
x-axes to the y-axis in a row of SPs.

• VR-hard — Neither attribute j or k involves the first col-
umn in a DT, the y-axis in a row of SPs, or the first axis
in a PCP. In a row of SPs, this requires participants to re-
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(a) DT: Medium level (b) SP: Medium level (c) PCP: Medium level

(d) DT: Hard level (e) SP: Hard level (f) PCP: Hard level

Figure 3: Sample stimuli for the change detection task at the medium and hard levels of task difficulty.

late the x-axis in one SP with that in another SP. Avoiding
the “easily searchable attribute” may not have the same
impact on DT or PCP as SP in term of task difficulty.

For the clustering task, the 8 data points are grouped into
two subsets each with 4 data points. The correct answer for
the clustering is determined using the k-means clustering al-
gorithm. The distractors are obtained by swapping some data
points in the two subsets, creating optional answers deviat-
ing from the result of the k-means clustering algorithm. The
task difficulty level of distractors is based on the number of
interchanged data points and their proximity. The three lev-
els are defined as:

• C-easy — The two sets are separated by three attribute
variables independently and obviously. It is thus relatively
easy to observe the clustering pattern based on any of the
three attributes and to reason about the uncertainty due to
the 4th attribute.

• C-medium — The two sets are separated by two attribute
variables independently and obviously. The other two at-
tributes cast some uncertainty.

• C-hard — The two sets are separated by only one attribute
variable independently and obviously. The other three at-
tributes cast a fair amount of uncertainty.

For outlier detection, an outlier is defined by either (i)
a different value range from other data points or (ii) a poor
correlation with others. For example, the outlier in Figure
2(f) exhibits both factors. Each optional answer may contain
1 or 2 data points. The three levels are defined as:

• OD-easy — The outliers are based on both factors.
• OD-medium — The outliers exhibit only factor (i).
• OD-hard — The outliers exhibit only factor (ii).

For change detection, each data point may change its
value from one attribute to the next following a temporal
order. The contrast between different ranges of changes af-
fects the perception of the most significant changes. Mean-
while the dynamics in changes creates distractive noise. The
more dynamics, the harder to identify the most significant

changes. Figure 3 shows example stimuli for change detec-
tion at the medium and hard levels of task difficulties (cf.
Figure 2(h-i)). The three levels are defined as:

• CD-easy — The variation range of the data point(s) fea-
tured in the correct answer is 12, while that for the other
data points is 2. This gives a high contrast and little noise.

• CD-medium — The variation range of the data point(s)
featured in the correct answer is 16, while that for the
other data points is 6. This gives a medium level of con-
trast and noise.

• CD-hard — The variation range of the data point(s) fea-
tured in the correct answer is 20, while that for the other
data points is 10. This gives low contrast and high noise.

4. Empirical Study

The empirical study was conducted in four sessions, pre-
ceded by a pilot study. There were 2 participants (1 female,
1 male) in the pilot study, which allowed us to test various
aspects of the experiment design, especially about timing.
In this section, we will describe aspects of the main study,
including its participants, apparatus, and procedure.

Participants. A total of 43 participants took part in the study
in return for a £10 book voucher. Four sessions were orga-
nized with 8, 9, 14, and 12 participants respectively. Data
for one participant was removed due to color-blindness. This
leaves us with a total of 42 participants (20 females, 22
males). All participants were recruited from the University
of Oxford. 27 participants were university students, and the
other 15 were members of university staff. They were from
a number of disciplines, including computer science, engi-
neering, mathematics, statistics, zoology, medical sciences,
business, and education. Among these participants, 26 were
in the 20-29 age range, 8 in the 30-39 range, 5 in the 40-49
range, and 3 in the other three ranges respectively (19 or less,
50-59, and 60 or above). All 42 participants have normal or
corrected to normal vision. Most participants were familiar
with DT and SP technique, whereas about half of the partic-
ipants were familiar with PCP.
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Apparatus. The visual stimuli were generated using custom
software written in Java and JavaScript. The stimuli were
displayed to the participants through a custom-made soft-
ware program, written in Java. The software was run in a
full screen mode, using computers with 3.7 GB of RAM,
3.30 GHz quad-core Intel core i5-3550 processors, and run-
ning Fedora, a Linux based operating system, with GNOME
version 3.4.2. Each computer had 24 inches Dell’s LCD at
1920×1200 (16:10) resolution and with sRGB color display
mode. We adjusted the monitors to the same levels of bright-
ness and contrast. Each participant was required to interact
with the software using a mouse at the desk.

Procedure. Prior to the experiment, the experimenter gave a
15-minute introduction, using self-paced presentation slides,
to familiarize the participants with the study. The introduc-
tion included the explanation on the three visualization tech-
niques, followed by the four visualization tasks. During the
presentation, after each technique or each task had been pre-
sented, the participants were able to ask questions. This was
designed to ensure that the participants understood each sec-
tion of the presentation. The participants were also instructed
to finish each trial as accurately and as quickly as possible,
and were informed that each visualization image is indepen-
dent to one another.

The experiment began immediately after the introduction.
The time taken to complete an experiment was approxi-
mately 33 minutes (min = 25 and max = 65), excluding the
introduction. The variation of time spent was due to the dif-
ferent amount of time used by the participants to read the
instructions, perform each trial, and have a break.

The participants first completed a short form using the
software program, providing their demographics informa-
tion and familiarity rating about DT, SP, and PCP. The par-
ticipants were then required to undertake a training session
with 12 training trials. These were used to familiarize the
participants with the four visualization tasks and the three
data representations. To facilitate learning, the correct an-
swer of each training trial was given as a feedback.

After the training session, the main body of the experi-
ment started. The main body consisted of 72 trials, repre-
senting combinations of 3 data representations × 4 visu-
alization tasks × 6 stimuli. Among the 6 stimuli, 2 are at
the easy level, 2 medium, and 2 hard. The 72 trials were
organized into 24 sections each with 3 trials using a pseudo-
randomization mechanism abiding by the following rules:

• As mentioned in Section 3, the stimuli in the same trio
feature similar datasets. So they cannot be placed in the
same section, and they must be separated by at least 5
other trials. This prevents learning effects within each trio.

• In each section, there must be 1 DT, 1 SP, and 1 PCP
trial, and they are placed in a random order. This ensures
stimuli of each data representation are evenly distributed
across all sections.

• In each section, there must be 1 easy, 1 medium, and 1
hard trial. This ensures stimuli at each level are evenly
distributed across all sections. An “easy to hard” ordering
eases the switch between sections for different tasks.

• In each section, all three trials must be for the same visu-
alization tasks. Before each section, an instruction screen
is shown to indicate the same task for the next three trials.
This prevents potential confusion about different tasks.
After each section, the participants were allowed to take a
short break before continuing to the next one.

• The 24 sections are ordered in a random fashion.

Each trial has a time limit of 90 seconds. A progress bar
serves as the timer. If a participant cannot select an answer
in time, the software records no answer for that trial, and the
participant is asked to move on to the next trial.

When all 72 trials had been completed, the participants
were required to rate the effectiveness of each data represen-
tation in relation to each visualization task. The effective-
ness rating used a five-level Likert scale: not at all effective,
slightly effective, moderately effective, very effective, and ex-
tremely effective.

5. Results and Analysis

Figure 4 depicts the main descriptive statistics for the two
objective measures, namely accuracy (Ac) and response time
(RT), and one subjective measure of effective rating. There
are three accuracy categories: correct, incorrect, and no an-
swer. Following the convention in cognitive sciences, the
response time is calculated based only on correct answers.
From Figure 4(a,b), we can observe the following trends in
relation to the four hypotheses in Section 1:

R1: (Ac) DT % PCP % SP; (RT) DT � PCP � SP
R2: (Ac) PCP � SP � DT; (RT) SP % PCP � DT
R3: (Ac) PCP � SP � DT; (RT) PCP % SP � DT
R4: (Ac) PCP � SP % DT; (RT) PCP � SP � DT

where � denotes that the data representation on the left
would result better performance than that on the right, while
% denotes the same order with some uncertainty.

The subjective measures of effective rating in Figure 4(c)
are largely consistent with the objective measures. When the
two objective measures deviate, the subjective measure is
close to response time for clustering and outlier detection.
We did not find any positive correlation between familiarity
of SP vs. PCP and performance of SP vs. PCP.

We use ANOVA to derive inferential statistics as shown
in Table 1. If Mauchly’s Test of Sphericity shows the as-
sumption of sphericity is violated, we use Huynh-Feldt or
Greenhouse-Geisser Corrections according to [Atk11]. Fig-
ures 5–8 show the comparative results at each level of task
difficulty for the four visualization tasks respectively. The
detailed results of ANOVA analysis at each level of task dif-
ficulty can be found in [Kan14]. In summary, we can observe
the followings:
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Table 1: The ANOVA results to accompany Figure 4(a,b).

Vis. Task Main Effect DT v SP DT v PCP SP v PCP
Value Retr. (Ac) =.037 =.037 =.153 =1
Value Retr. (RT) <.001 <.001 <.001 <.001
Clustering (Ac) <.001 <.001 <.001 <.001
Clustering (RT) <.001 <.001 <.001 =1

Outlier Det. (Ac) <.001 <.001 <.001 =.018
Outlier Det. (RT) <.001 <.001 <.001 =.002
Change Det. (Ac) <.001 =.423 <.001 <.001
Change Det. (RT) <.001 <.001 <.001 <.001

• For value retrieval, DT resulted in the fastest response
time, and SP was the slowest. The trend of accuracy is
in favor of DT, though it is statistically insignificant. This
suggests that the two visual representations, SP and PCP,
do not exhibit much strength in supporting this task.

• For the clustering task, both SP and PCP are significantly
better than DT. At the easy and medium levels, SP and
PCP performed similarly. At the hard level, PCP performs
better than SP in accuracy, but has no significant advan-
tage in response time.

• For outlier detection, both SP and PCP are significantly
better than DT. At the easy and medium levels, SP and
PCP performed similarly. At the hard level, PCP performs
better than SP in accuracy (p = .035) and response time
(p = .05), but with some statistical uncertainty.

• For change detection, at the easy level, DT yields lower
accuracy than SP (p = .037) and PCP (p = .02). PCP
is faster than DT (p < .001) and SP (p < .001). At the
medium and hard levels, PCP are better than DT and SP
in both accuracy and response time (all p < .001 except
in one case p = .008).

6. Conclusions

To the best of our knowledge, this is the first multi-task em-
pirical study for comparing scatter plot (SP) and parallel co-
ordinates plot (PCP) for visualizing multivariate data. Per-
haps more significantly, it is also the first empirical study
that has provided conclusive evidence in favor of PCP. While
the findings of this study do not in any way dispute the find-
ings of previous studies such as [HHB07, LMv08, HvW10,
KZZM12], collectively they indicate that for some visual-
ization tasks (i.e., clustering, outlier detection and change
detection), PCP has the relative merits, and for some other
tasks (i.e., correlation perception and similarity detection),
SP is advantageous. Against the backdrop of the less favor-
able findings about PCP in the previous studies, it is also a
great comfort to learn that the huge amount of enthusiasm
about, and research effort made for, PCP in the field visual-
ization has been totally justifiable.

In addition, this study has shown that apart from the value
retrieval task, both SP and PCT have outperformed data ta-
ble (DT). This may suggest that the process of visualiza-

(a) Average accuracy for each visualization task

(b) Average response time for each visualization task

(c) Effectiveness rating for each visualization task

Figure 4: Summary of the performance results of each data
representation in conjunction with each visualization task.

tion is usually for supporting several tasks concurrently, and
perhaps, the value retrieval task is not as important as some
other tasks. This work also highlights the usefulness in con-
sidering textural data representations when comparing visual
representations. The finding that PCP and SP are not advan-
tageous over DT in the value retrieval task offers a new per-
spective to the results of [KZZM12]. Of course, this sugges-
tion should be part of the continuing discourse in the field of
visualization. It is desirable to study other variables, such as
the numbers of data dimensions and data points (i.e., scal-
ability) in future work. Since PCP has advantages over SP
in several visualization tasks, we should enthusiastically en-
courage the use of PCP for multivariate data visualization,
while devising more effective means for improving visual-
ization literacy about PCP.
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(a) Average accuracy

(b) Average response time

Figure 5: Performance of the value retrieval task at different
levels of task difficulty.

(a) Average accuracy

(b) Average response time

Figure 6: Performance of the clustering task at different lev-
els of task difficulty.

(a) Average accuracy

(b) Average response time

Figure 7: Performance of the outlier detection task at differ-
ent level of task difficulty.

(a) Average accuracy

(b) Average response time

Figure 8: Performance of the change detection task at dif-
ferent levels of task difficulty.
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